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Abstract
Cyberbullying has become one of the most pressing online risks for young people and has raised serious concerns in society. Emerging literature identifies cyberbullying as repetitive temporal acts rather than one-off incidents. Yet, there has been relatively little work to model the hierarchical structure of social media sessions and the temporal dynamics of cyberbullying in online social network sessions. We propose a hierarchical attention network for cyberbullying detection that takes these aspects of cyberbullying into account. The primary distinctive characteristics of our approach include: (i) a hierarchical structure that mirrors the structure of a social media session; (ii) two levels of attention mechanisms applied to the word and comment level, enabling the model to pay different amount of attention to words and comments dependent on the context; and (iii) a cyberbullying detection task that also predicts the interval of time between two adjacent comments. This allows the model to exploit the commonalities and differences across these two tasks to improve the performance of cyberbullying detection. Experiments on a real-world dataset from Instagram, the social media platform on which the highest percentage of users have reported experiencing cyberbullying, reveal that the proposed architecture outperforms the state-of-the-art method.
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1 Introduction
Instances of cyberbullying are increasing at an alarming rate. Recent statistics reported by the American Psychological Association and the White House indicate that more than 40% of young people in the US report that they have been bullied on social media platforms [9]. A number of factors have likely contributed to this rise, including the affordability of mobile devices and the growing number of social media platforms. As a result, there has been a marked increase in research–in fields such as psychology and computer science–aimed at identifying, predicting, and ultimately preventing cyberbullying.

Bullying is commonly defined as a repetitive act of aggression that involves a power imbalance between the perpetrator and the victim [9]. Essential components of this definition include the persistence and repetition of the aggressive acts over time [9]. Whereas existing efforts toward automatically detecting cyberbullying behavior, many of which have focused on textual analysis of online messages (e.g., keywords [25, 24, 7] and sentiment analysis [8]), have yielded prediction models with satisfactory performance, previous work has largely overlooked temporal aspects of cyberbullying behavior [30]. Given a sequence of comments, temporal analyses allow us to model the evolution of and correlations among individual comments that, together, comprise cyberbullying. Hence, analyses involving temporal characteristics enable us to identify instances of cyberbullying that take into account the full history of a social media session including an image/video (with caption), comments (with time stamps), social information (e.g., #likes, #shares) and, importantly, the temporal relations among these components [14]. We illustrate a cyberbullying social media session in Figure 1.

A straightforward approach for incorporating temporal analyses is to extract temporal features (e.g., duration of a session, time intervals between comments) and feed them into off-the-shelf machine learning models [30]. However, simple concatenation of textual and
We study the practical problem of cyberbullying detection taking into account the temporal dynamics of social media sessions. Because cyberbullying on social media takes place across a stream of comments that are typically relatively close together in time [30], we seek to jointly model cyberbullying detection and predict the time interval between adjacent comments. To this end, HANCD can exploit the commonalities and differences across the cyberbullying detection and time interval prediction tasks to improve the performance of cyberbullying detection.

- **Algorithm.** We propose a novel cyberbullying detection framework that constructs a hierarchical session representation with the aggregations of words into comments (and a caption), and then aggregating the comments, the caption, and the time and social information into a session. The model consists of two levels of attention mechanisms - one at the word level and the other at the comment level - that can capture the differential importance of words and comments in different contexts. HANCD uses context to discover when a sequence of words/comments is relevant.

- **Evaluation.** We perform empirical experiments on a real-world dataset crawled from Instagram to corroborate the efficacy of the proposed framework. Our experimental evaluation shows that HANCD outperforms previously proposed methods including the state-of-the-art approach. We also perform studies to investigate the sensitivity of the model parameters. Results reveal that our model is robust and can consequently be used for various application purposes.

2 Problem Statement

Let \( C = \{f_1, f_2, ..., f_N\} \) be a corpus of \( N \) social media sessions. Each media session includes the caption of the posted image/video and subsequent comments, denoted together as \( \{c_1, c_2, ..., c_C\} \). Moreover, each comment has a time stamp and each post and owner has social media attributes \((p)\) such as \#likes, \#shares, \#followers. The text of the \( i \)-th comment in a session \( c_i = \{w_{i1}, w_{i2}, ..., w_{iL_i}\} \) is composed of \( L_i \) words and the associated time is denoted as \( t_i \). To train the hierarchical attention network, each media session is also associated with a binary label \( y_i = \{0, 1\} \) with 1 representing a bullying session and 0 representing otherwise.

With the above notation, we now define the cyberbullying detection problem as the process of learning how to leverage context, structural, temporal, and social information to discover if a sequence of words and comments is relevant to cyberbullying.

3 Proposed Framework

The proposed framework of the Hierarchical Attention Networks for Cyberbullying Detection (HANCD) is shown in Figure 2. It consists of several components: a word sequence encoder, a word-level attention layer, a comment sequence encoder, a comment-level attention layer, contextual information, a hidden layer to embed
the social media attributes and a weighted loss function, which jointly optimizes both the task of cyberbullying detection and time interval prediction. The details of the different components are presented next.

### 3.1 Bidirectional GRU-RNN

To model the continuous temporal phenomena, we use the bi-directional GRU [1] based RNN to encode the sequence of words and comments. GRU adds a gating mechanism to standard RNN [5] and has been found to have better performance on smaller datasets [6], which suits the case of cyberbullying detection since these datasets are hard to obtain.

There are two types of gates in the GRU framework: the update gate $z_t$ and the reset gate $r_t$. Each gate only depends on the previous hidden state and the bias. Together, they control the update of the states. The new state $s_t$ at time step $t$ computed by GRU is a linear interpolation between the previous state $s_{t-1}$ and the current state $\tilde{s}_t$, obtained from the information of the $t$-th step.

\[
s_t = (1 - z_t) \odot s_{t-1} + z_t \odot \tilde{s}_t.
\]

The updated state $\tilde{s}_t$ is computed with the following equation:

\[
\tilde{s}_t = \tanh(W_s x_t + r_t \odot (U_s s_{t-1} + b_s)),
\]

where $x_t$ is the sequence vector at time $t$. The update gate $z_t$ enables each hidden unit to maintain the information of its previous activation and the reset gate $r_t$ controls how much and what information from the past state should be reset. Their output can be computed by Eq. 3.3-3.4.

\[
z_t = \sigma(W_z x_t + U_z s_{t-1} + b_z),
\]

\[
r_t = \sigma(W_r x_t + U_r s_{t-1} + b_r),
\]

where $W_z, W_r, U_z, U_r$ are the related weight matrices. We then use a stack of bidirectional GRUs to encode the sequence. The bidirectional GRU can summarize information from both directions for words and comments and can, therefore, integrate the contextual information in the annotation.

### 3.2 Hierarchical Attention

Studies have shown that an improved representation of a document can be learned by considering the structure of the document in the model architecture [36]. Similarly, in a social media session, words form comments and comments, time information, social information form a session. Hence, we first construct a representation for each word and aggregate those into a comment representation, and then construct a session representation in a similar way. We also apply attention mechanisms at both the word-level and comment-level encoders to differentiate the importance of words and comments in different contexts.

HANCD first projects all the text of a session into a vector representation $h$ for cyberbullying detection. In the following subsection, we detail how to build the hierarchical attention network step by step.

#### Word Encoder and Attention

Given a comment $i$ with $L_i$ words $w_{it}$, we first embed the words to a latent space via an embedding matrix $W_e$.

\[
w_{it} \rightarrow x_{it} : x_{it} = W_e w_{it}, \forall t \in [1, L_i], i \in [1, C].
\]

The bidirectional GRU is employed to capture the contextual information and more fine-grained annotations of words. The forward GRU $GRU$ reads the comments
\[c_i \text{ from } w_{i1} \text{ to } w_{iL_i} \text{, and the backward GRU } \overrightarrow{GRU} \text{ reads from } w_{iL_i} \text{ to } w_{i1}. \] Thus, the forward/backward hidden states are computed as follows:

\[
\overrightarrow{s}_{it} = \overrightarrow{GRU}(x_{it}), \quad \forall t \in [1, L_i], i \in [1, C],
\]

\[
\overleftarrow{s}_{it} = \overleftarrow{GRU}(x_{it}), \quad \forall t \in [L_i, 1], i \in [1, C].
\]

Then, the annotation for a given word \( w_{it} \) is a concatenation of the forward hidden state \( \overrightarrow{s}_{it} \) and the backward hidden state \( \overleftarrow{s}_{it} \), i.e., \( s_{it} = [\overrightarrow{s}_{it}, \overleftarrow{s}_{it}] \).

Words are not equally informative regarding cyberbullying detection and the same words can have different meanings within the context of different social media sessions. Instead of relying on handcrafted features, we adopt an attention mechanism \([1, 36]\) to automatically capture the words that are more important to the meaning of the comment and aggregate the representation of weighted words to form a comment vector. Specifically, we first feed the word annotation \( s_{it} \) to a fully connected layer and get the hidden state of \( s_{it} \):

\[
h_{it} = \tanh(W_{w}s_{it} + b_{w}),
\]

where \( W_{w} \) is the connection weight matrix of the network between two layers. To model the importance of each word, we assume that there is a word-level latent vector \( u_{w} \) that contains all of the contextual information in a comment \([36]\). We then calculate the similarity between the context vector \( u_{w} \) and the hidden state \( h_{it} \) as follows:

\[
\alpha_{it} = \frac{\exp(h_{it}^\top u_{w})}{\sum_{t} \exp(h_{it}^\top u_{w})}.
\]

Here \( \alpha_{it} \) is a normalized importance weight for word \( w_{it} \). Finally, the comment representation is the sum of the weighted word-level hidden states.

\[
c_i = \sum_t \alpha_{it} s_{it}.
\]

**Comment Encoder and Attention**

Given a sequence of comment vectors \( c_i \), we can get the vector for a social media session in a similar way. Note that each comment is also associated with a time stamp. Given time information of a sequence of comments \( (t_1, t_2, ..., t_C) \), we first calculate a sequence of time intervals \( (\Delta t_1, \Delta t_2, ..., \Delta t_C) \) with \( \Delta t_i = t_i - t_{i-1}, i \in [2, C], \Delta t_1 = 0 \) and then the concatenation \( o_i = [c_i, \Delta t_i] \), is fed to the bidirectional GRU in the comment encoder (as shown in Figure 2):

\[
\overrightarrow{s}_i = \overrightarrow{GRU}(o_i), i \in [1, C],
\]

\[
\overleftarrow{s}_i = \overleftarrow{GRU}(o_i), i \in [C, 1].
\]

Similarly, we concatenate the forward and backward hidden states \( \overrightarrow{s}_i, \overleftarrow{s}_i \) to get the annotation of a comment \( i \), i.e., \( s_i = [\overrightarrow{s}_i, \overleftarrow{s}_i] \), which emphasizes the comment \( i \) and summarizes the neighboring comments of \( i \) as well. The latent representation of a social media session \( v \) can then be obtained with the following equations:

\[
h_i = \tanh(W_c s_i + b_c),
\]

\[
\alpha_i = \frac{\exp(h_i^\top u_c)}{\sum_i \exp(h_i^\top u_c)},
\]

\[
v = \sum_i \alpha_i s_i,
\]

where \( u_c \) is a comment-level context vector. Here, the latent vector \( v \) summarizes both textual and temporal information in a social media session. Both, the word-level and comment-level context vectors can be randomly initialized and learned in the training process \([36]\).

**3.3 Cyberbullying Detection with Time Interval Prediction**

To incorporate social information, we first feed the social information into a hidden layer to get the embedding \( \gamma \). The final representation of a social media session is \( h = [v, \gamma] \), the concatenation of \( v \) and \( \gamma \). This feature then can be used to detect cyberbullying for session \( n \):

\[
p_n = \sigma(W_n h + b_n).
\]

The first loss function is

\[
\ell_1 = - \sum_{n=1}^{N} \log p_n.
\]

As a result, HANCD is able to classify a social media session as bullying or not based on the text, time, and social information. Previous research indicates that cyberbullying on social media takes place across a stream of comments that are typically relatively close together in time-i.e., with shorter time intervals between adjacent comments \([30]\). As described below, we seek to simultaneously optimize cyberbullying detection and time interval prediction by using different weights to augment the efficacy of cyberbullying detection.

We first get \( s_i \), the representation of both comment annotation and the time interval \( \Delta t_i \) for comment \( i \), from the hierarchical attention network. Then the objective function of time interval prediction is defined as

\[
\ell_2 = \sum_{n=1}^{N} \sum_{i=1}^{C} \frac{1}{2} \|A_n s_i + q_n - \Delta t_i \|^2,
\]
where $A_n$ is the weight matrix and $q_n$ is the bias term. The final weighted loss function of HANCD is

$$\ell = \beta_1 \ell_1 + \beta_2 \ell_2,$$

where $\beta_1$ and $\beta_2$ are the weights of cyberbullying detection and time interval prediction, respectively, in the overall function.

4 Experimental Evaluation

In this section, we evaluate the effectiveness of HANCD using the Instagram dataset\(^2\) collected by Hosseinmardi et al. [14]. This dataset includes 2218 social media sessions, among which 1540 are labeled as Normal and 678 are labeled as Bullying. Each social media session has at least 15 comments and more than 40% of the comments by users other than the profile owner have at least one negative word [14]. The average number of comments in one social media session is 71. We use 80% of the data for training and the remaining for testing, unless stated otherwise.

4.1 Baselines

We compare HANCD with several baseline methods, including classification models - Naïve Bayesian, Logistic Regression, Random Forest [3], XGBoost [4] and KNN trained on different sets of textual features. These features are count vectors, word-level TF-IDF vectors, N-Gram-level TF-IDF vectors, character-level TF-IDF vectors, word embeddings, and psychological features from Linguistic Inquiry Word Count (LIWC) [26]. Details of these features are provided below.

**Count Vector** It is a matrix of the Instagram dataset in which every row represents a social media session from the corpus, every column represents a term from the corpus, and every cell represents the frequency count of a particular term in a particular social media session.

**TF-IDF Vectors** TF-IDF score represents the relative importance of a term in a social media session and the entire corpus. It can be generated at different levels of input tokens (words, characters, n-grams).

- **Word-Level TF-IDF (Word TFIDF):** Matrix representing TF-IDF scores of every word in different sessions.
- **N-gram-level TF-IDF (N-gram TFIDF):** N-grams are the combination of N words together. This matrix represents TF-IDF scores of N-grams.
- **Character-Level TF-IDF (Char TFIDF):** Matrix representing TF-IDF scores of character-level n-grams in the corpus.

LIWC We also perform psychometric analyses to obtain the psychological features through LIWC, which counts words that belong to specific categories of feelings, personality traits, and psychological motives. Previous research shows that psychometric analysis can improve the performance of cyberbullying detection models [25].

**Word Embedding** This is a form of representing words and social media sessions using a dense vector representation. We use pre-trained word embedding\(^3\) in the experiments.

In addition, we compare our model with several end-to-end deep learning models, including LSTM [11], CNN [18], and HAN [36], as well as some existing cyberbullying detection models, i.e., Xu et al. [34] and Soni and Singh [30]. We briefly introduce the two models here.

- Xu et al. This SVM classifier\(^4\) is trained with several NLP features including unigrams, unigrams+bigrams, and POS-colored N-grams.
- Soni and Singh. This is the first computational method to model the temporal dynamics of commenting behavior as point processes. It defines several temporal features to distinguish characteristics between cyberbullying and regular social media sessions. We implemented this state-of-the-art cyberbullying detection model following the original design using several machine-learning models and report the best results.

4.2 Results

Because the Instagram dataset is imbalanced, we report the F1 score and AUC score here for fair comparisons. The results are shown in Table 1-2. We highlight the following observations:

- The proposed model HANCD gives the best F1 score and best AUC score among all of the models. Specifically, HANCD outperforms the baseline model Soni & Singh by 5.8% and 5.1% w.r.t F1 score and AUC score respectively. Whereas the Soni and Singh model considers temporal, textual, and social features, it neither incorporates knowledge of the structure of social media sessions nor differentiates the importance of words and comments in different contexts. The Xu et al. model is based on textual features and relies on the existence of comments containing special keywords like “bully*” [34]. The results underscore the advantages of modeling the hierarchical structure of social media sessions and the two-level attention.

\(^2\)https://sites.google.com/site/cucybersafety/home/cyberbullying-detection-project/dataset

\(^3\)https://nlp.stanford.edu/projects/glove/

\(^4\)http://research.cs.wisc.edu/bullying/data.html
Table 1: Performance comparisons of different models (F1 score).

<table>
<thead>
<tr>
<th>Features</th>
<th>Count Vector</th>
<th>Word TF-IDF</th>
<th>N-gram TF-IDF</th>
<th>Char TF-IDF</th>
<th>LIWC</th>
<th>Embedding</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.476</td>
<td>0.521</td>
<td>0.501</td>
<td>0.479</td>
<td>0.559</td>
<td>0.236</td>
</tr>
<tr>
<td>Naive Bayesian</td>
<td>0.614</td>
<td>0.469</td>
<td>0.607</td>
<td>0.534</td>
<td>0.482</td>
<td>0.355</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.700</td>
<td>0.642</td>
<td>0.608</td>
<td>0.677</td>
<td>0.700</td>
<td>0.163</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.585</td>
<td>0.618</td>
<td>0.585</td>
<td>0.617</td>
<td>0.650</td>
<td>0.190</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.715</td>
<td>0.726</td>
<td>0.699</td>
<td>0.674</td>
<td>0.700</td>
<td>0.337</td>
</tr>
</tbody>
</table>

Deep Learning Models | Cyberbullying Detection Models
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>CNN</td>
</tr>
<tr>
<td>HAN</td>
<td>Xu et al.</td>
</tr>
<tr>
<td>0.613</td>
<td>0.613</td>
</tr>
<tr>
<td>0.708</td>
<td>0.502</td>
</tr>
<tr>
<td>0.740</td>
<td>0.783</td>
</tr>
</tbody>
</table>

Table 2: Performance comparisons of different models (AUC score).

<table>
<thead>
<tr>
<th>Features</th>
<th>Count Vector</th>
<th>Word TF-IDF</th>
<th>N-gram TF-IDF</th>
<th>Char TF-IDF</th>
<th>LIWC</th>
<th>Embedding</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.770</td>
<td>0.697</td>
<td>0.624</td>
<td>0.708</td>
<td>0.686</td>
<td>0.499</td>
</tr>
<tr>
<td>Naive Bayesian</td>
<td>0.706</td>
<td>0.815</td>
<td>0.797</td>
<td>0.786</td>
<td>0.622</td>
<td>0.525</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.812</td>
<td>0.825</td>
<td>0.827</td>
<td>0.830</td>
<td>0.776</td>
<td>0.629</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.788</td>
<td>0.804</td>
<td>0.788</td>
<td>0.781</td>
<td>0.743</td>
<td>0.544</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.838</td>
<td>0.828</td>
<td>0.831</td>
<td>0.840</td>
<td>0.772</td>
<td>0.621</td>
</tr>
</tbody>
</table>

Deep Learning Models | Cyberbullying Detection Models
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>CNN</td>
</tr>
<tr>
<td>HAN</td>
<td>Xu et al.</td>
</tr>
<tr>
<td>0.791</td>
<td>0.781</td>
</tr>
<tr>
<td>0.805</td>
<td>0.513</td>
</tr>
<tr>
<td>0.810</td>
<td>0.851</td>
</tr>
</tbody>
</table>

mechanism. HANCD also improves both the F1 score and AUC score compared to HAN, indicating the effectiveness of jointly optimizing cyberbullying detection and time interval prediction.

- Among the classification models, XGBoost, in most cases, has the best performance. As the winner of the Kaggle competitive data science platform, XGBoost (eXtreme Gradient Boosting) is designed for speed and performance and has recently dominated classification and regression predictive modeling problems.

- Among different textual features, Count Vectors, TF-IDF vectors, and LIWC are considerably more effective than pre-trained word embeddings. The decreased effectiveness stems from the fact that it is difficult to train word embedding with social media data which are usually noisy, informal, and short. They can contain mistakes, misspelled words, established abbreviations such as *wtf* and *omfg*, and users’ own abbreviations. Furthermore, a social media session is represented by the sum/average of all of the word embeddings inside. This can make the keywords that are useful for cyberbullying detection indistinguishable.

- Among deep learning models, HAN outperforms LSTM and CNN on the identification of cyberbullying sessions. This suggests the importance of modeling the hierarchical structure of social media sessions and varying the level of attention to words and comments based on the contexts, especially when the dataset is small. Otherwise, deep learning models like LSTM and CNN can easily overfit the data.

4.3 Parameter Analysis The implementation of HANCD has five key parameters - \( \beta_1 \), \( \beta_2 \), \( lr \), POST_DIM, and INFO_DIM, where \( \beta_1 \) is the weight of cyberbullying detection, \( \beta_2 \) is the weight of the time interval prediction task, \( lr \) is the learning rate, and POST_DIM and INFO_DIM are the embedding dimensions of words and social information, respectively. To investigate the sensitivity and effect of these parameters, we vary one parameter at a time and evaluate how it affects the overall cyberbullying detection performance. We vary the values of different parameters among different ranges due to their various numerical scales. We summarize the parameter study results (F1 score) in Figure 3.

As shown in Figure 3(a)-(b), HANCD is more sensitive to the weight of time interval prediction \( \beta_2 \) than the weight of cyberbullying detection. Specifically, as \( \beta_1 \) becomes larger, HANCD puts more effort into cyberbullying detection, leading to a trend of slightly improved F1
score. HANCD is robust to $\beta_2$ in a certain range $[0.01, 5]$ and the F1 score is improved as $\beta_2$ becomes larger. However, the performance drops significantly when $\beta_2 > 5$. Analysis of these two parameters indicates that time interval prediction indeed helps improve the performance of cyberbullying detection. When HANCD overemphasizes the time interval prediction task, however, it diminishes the performance of cyberbullying detection. We can observe a similar curve for the learning rate in Figure 3(c). HANCD is robust to $lr$ in a large range but does not work when $lr$ is extremely large. As shown in Figure 3(d)-(e), HANCD is also robust to changes in POST_DIM and INFO_DIM in the range of $[20, 100]$. In general, HANCD is not sensitive to most of the model parameters in a large range and, consequently, can be tuned for various application purposes.

5 Related Work

In this section, we review previous work related to computational models for cyberbullying detection and deep learning for text classification.

Cyberbullying Detection: Existing work in cyberbullying detection has focused on identifying characteristics of cyberbullying behavior using features from text [25, 33, 39, 27, 35, 8, 34], social networks [15, 31], and other media sources such as images and videos [13, 21, 28]. For example, Xu et al. [34] introduced several off-the-shelf tools such as Bag-of-Words models and LSA- and LDA-based representation learning to study bullying traces on social media platforms (i.e., Twitter) [34]. In doing so, they aimed to solve two major NLP tasks: text categorization, which distinguishes bullying traces from other social media posts, and role labeling, i.e., studying how a user’s role evolves over time. Bellmore et al. used a dictionary including all words in a Twitter corpus to construct a frequency vector for each tweet and developed a text classifier to answer core questions about cyberbullying (“Who, What, Why, Where, and When”) [2]. In work by Hosseinmardi and colleagues [12], negative behavior in the semi-anonymous question-answer pairs on the Ask.fm social network was analyzed. Given the difficulty in obtaining a friendship-based social graph, the researchers constructed an interaction graph using information from the “likes” that comments received. The authors found that words connected to “cutting,” “depress,” “stressful,” “sad,” and “suicide” were prominent. Previous work, such as [12, 14], has also investigated cyberbullying on Instagram. Hosseinmardi and colleagues, for instance, applied LIWC to identify the primary categories of words used within cyberbullying social media sessions and identified specific image contents (e.g., drugs) that were strongly related to cyberbullying [12].

Although cyberbullying is, by definition, harmful behavior that is repeated over time, few studies have explored cyberbullying from a temporal perspective. Soni and Singh [30] proposed a computational method for modeling the temporal dynamics of commenting behavior as point processes and defined several temporal features for distinguishing cyberbullying from regular
social media sessions. Crucially, however, they did not consider the hierarchical structure of a social media session, the differential importance of different words, or how time interval prediction and text classification can jointly guide the learning process of cyberbullying detection.

Deep Learning for Text Classification Deep learning models that automatically extract context-sensitive features from raw text [22] have recently been successful for text classification. These models include the convolutional neural network (CNN) [18], the recurrent neural network (RNN) [23], the combination of CNN and RNN (RCNN) [37, 19], the CNN with attention mechanism [1, 36], the Bow-CNN model [16, 17], and the model for extreme multi-label text classification (XMTC). For example, Kim [18] applied the CNN model, originally used in computer vision [20], to text classification. CNN was found to better capture text semantics because it can identify discriminative phrases in a text using a max-pooling layer. Zhang et al. [38] applied a character-level CNN for text classification and achieved competitive performance. Socher et al. [29] used recursive neural networks for text classification and found this method to be efficient for constructing sentence representations.

Due to limitations of CNN, Lai et al. [19] proposed RCNN, which can learn more precise text representations by taking advantage of both RNN and CNN. Tang et al. [32] used a hierarchical approach for sentiment classification. They first used CNN or LSTM to get latent representations of sentences and then used a bidirectional gated recurrent neural network to obtain vectors for documents. Because different words and sentences do not contribute equally to capture the meanings of documents, Yang et al. [36] proposed a hierarchical attention network (HAN) for document classification. To learn the weights of each word/sentence automatically, the authors added attention mechanisms, first proposed by [1], to both words and sentences in the bidirectional GRU. Their approach was found to outperform previous methods by a substantial margin.

In contrast to documents, social media sessions contain shorter, noisier and more informal tokens. On the other hand, they contain richer content in addition to text, such as timestamps and images. These properties enable HANCD to leverage the multi-modal information in media sessions and jointly optimize cyberbullying detection and time interval prediction to mutually augment the learning effectiveness of these two tasks.

6 Conclusions

In this paper, we proposed the Hierarchical Attention Networks for Cyberbullying Detection (HANCD) framework, which progressively builds a social media session by aggregating words into comment vectors and then into session vectors. The proposed framework can use context to discover relative importance of words and comments rather than simply filter for words out of context. To model the critical temporal information in a social media session, we jointly optimize the cyberbullying detection and time interval prediction tasks. By manipulating the weights of these two tasks, HANCD can capture their commonalities and differences to improve the performance of cyberbullying detection.

As comments are posted at discrete points in time, future work can be directed to time series analysis, which models a sequence of discrete temporal data in order to extract meaningful statistics and identify important trends. Another vital direction for future research may be time series forecasting, which is to predict future cyberbullying instances from previously observed cases. Efforts to more accurately detect cyberbullying on social media remain a critical step toward building safer, more inclusive social interaction spaces.
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